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Abstract: Machine failures sometimes cause sudden and catastrophic damage to machinery. The prevention 

of these supposes great costs in maintenance, as well as in the replacement of complete pieces. With the 

monitoring of the operation of the machine these sudden failures can be prevented, or even extend the life of 

many pieces, with a minimum cost. This paper proposes an implementation of the machine learning theory, 

based on the detection of excitations of frequencies outside of normal operation. It can also be used to 

determine the type of failure and its severity. This approach has been validated using synthetic and real data, 

providing satisfactory results. 

 

 

I. INTRODUCTION 

Recent research has been focused on failure detection 

before it occurs or produces damage. The studies related to 

the operating an anomalous frequency offers the possibility 

to distinguish the correct operation from the malfunctioning, 

and the type of malfunction. 

In the last few years, the scientific study of algorithms 

and statistical models that computer systems use to 

progressively improve their performance on a specific task 

has increased [8][9].  

Machine Learning algorithms build a mathematical model 

of sample data, training data set, in order to make predictions 

or decisions without being explicitly programmed to perform 

the task. Documentation from principles to algorithms can be 

found in references [1][2][3][5] and some applications 

[6][7].The purpose of the study is to test if it is possible to 

monitor the data frequency on real time using a ML 

algorithm to discern and discriminate the information 

obtained to verify the well-functioning or malfunctioning.  

 

II. FAILURE MODES 

As a result of a research, the obtained data are divided 

into hydraulic, electric and mechanical failures. Each failure 

mode inside each of these type of failures has a different 

 

Fig 2. Demagnetized rotor for data acquisition. 

Fig 1. Machine learning approach. 
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behaviour on the frequency spectrum.  It is important to 

highlight that the failures shown are just some of them. 

The typical mechanical failures are due to misalignment, 

imbalance, bent axle, friction and ball bearings damages. The 

most common electric failures are overheating, overpower, 

power loss, crown effect, interaction between rotor and 

stator. A special case of electrical failure is the 

demagnetization; because the real data provided come from 

this failure. Finally, the hydraulic failures are vortex, torch 

effect, cavitation and turbulences [4].  

The frequency harmonics excited are different between 

them and, naturally, from the well-functioning frequency. 

III. MACHINE LEARNING 

Machine Learning is the scientific study of algorithms 

and statistical models that computer systems use to 

effectively perform a specific task without using explicit 

instructions, relying on models and inference instead. It is 

seen as a subset of artificial intelligence. Nowadays there is a 

progressively use of the machine learning in all areas, not 

only on the engineering.  

Big Data is one of the visible examples, the machine 

learning use of, identifies, through a complex algorithm 

model, the patterns of useful information of a huge amount of 

data, helping the behaviour analysis in economics, social 

media, IoT, etc. 

 

IV. ML ALGORITHMS 

Machine Learning algorithms build a mathematical model 

of sample data in order to make predictions or decisions 

without being explicitly programmed to perform the task. 

In general terms, there are four categories of ML 

algorithms,  

 Classification 

 Regression 

 Association 

 Clustering 

 

Classification algorithms are part of the supervised 

learning; such as Decision Trees, Support Vector Machines 

or K-Nearest Neighbours; estimates a classifier through on 

information from older observations, as a result of this 

information there is given a classifier, therefore the data is 

tagged, that is always being actualized from the early 

information. When the algorithms analyse the unseen data 

uses the classifiers to know to which class it belongs. 

Regression algorithms are part of the supervised 

algorithms; like Support Vector Regression, Linear 

Regression or Logistic Regression; uses one or more 

continue variables and, based on the early observation, it 

predicts the behaviour providing a numerical number of the 

actual estimated value. 

Association algorithms are part of the non-supervised 

algorithms; as A Priori, FP-Growth, Eclat Algorithm; is 

based on find relations in a big amount of data, this 

algorithm, as it is mention before, is used in Big Data. 

Clustering algorithms are part of the non-supervised 

algorithms; for example, K-Means Clustering, Expectation 

Maximization or Hierarchical Clustering; use previous data, 

that there is no information about it, and try to find the 

common relationship; the common information is grouped 

into clusters, and the non-common data are not grouped into 

clusters. 

The selected algorithm, after the evaluation, was the K-

Nearest Algorithm (Classification), that is based on density 

tagged information. It provides a nominal and quantified tag.  

In a n-dimensional space, the algorithm selects the 

VIBRATION SIGNAL 

MAXIMUM OPERATING 

VOLTAGE 
2V 

MAXIMUM TIME (s) 50 

NOISE FUNCTION Included 

OUTPUT Frequency Domain 

 

Table 1. Signal information 

 

Fig 3. Period gram Power Spectrum Estimate. 
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nearest k neighbours with similar behaviour and select the 

most repeated tag. 

 

In this case, the n-dimensional space utilizes the 

frequencies and amplitudes data, and the classifier is the 

failure mode and the severity. 

 

V. DATA ACQUISITION 

The synthetic data was built through Matlab; every failure 

mode is related with a different phi value function in the 

frequency spectre shown in Equation (1) and the Table (1) 

parameters. 

)···2·sin( tVS   (1) 

It was generated five types of failure modes with five 

different phi values. At the same time, one-hundred lectures 

were generated for the “training data” and perform the 

density function. 

The real data was obtained from the Skylife laboratory of 

a real case of demagnetization. In order to perform a realistic 

analysis, there were different lectures with different speed 

velocities of a normal operation behaviour and from a 

demagnetization problem. 

 

VI. IMPLEMENTATION AND OPTIMIZATION 

The algorithm has been implemented in Matlab®, where the 

parameters of the algorithm are known through an 

optimization of the a priori results. 

The simulations have been performed with synthetic data 

and real data. The data has been pre-processed to be useful 

for the algorithm. The frequency spectrum is discretized with 

a step of 0.02 Hz, having one variable for each frequency of 

the discrete spectrum. The algorithm calculates de distance or 

discrepancy between the actual signal and the training data 

set, and then it identifies the most likely state of functioning. 

 

VII. RESULTS 

The simulations done with the synthetic data have been 

done for two possible cases. 

 

Fig 6. Algorithm optimization (2) 

 

Fig 5. Algorithm optimization (1) 

 

Fig 4. Synthetic data for simulation 1 and 2. 
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On the first one, the different failure modes have been 

well-differentiated. as it is shown on Figure (4)(a). However,  

in the second simulation they are not so easily 

differentiable, with similar frequency working and 

amplitudes, as we can see con Figure (4)(b). 

The obtained data for each simulation is separated into 

training set (to build up the model) and validation set (to 

quantify its validity). Each one has a total of 250 signals. 

As we have already explained, two important parameters 

in the model of K-Nearest Neighbours are the number of 

neighbours (K) and the way to measure the distance or 

discrepancy between the current signal to be labelled and 

those of the model. 

In the results, it can be observed that for 30 iterations, in 

simulation 1 with synthetic data, the expected optimum is an 

algorithm which uses the nearest 6 neighbours, calculating 

the Euclidean distance, in which the objective and runtime 

are minimum, as it can be found in Figure (5)(6).  

In validation set have been added noise of different 

amplitude. In the Figure (7) is possible to observe the 

validation set failure signal without and with a random noise. 

The red one has noise with a maximum amplitude of 400, in 

which we observed that it is impossible to extract 

information at first sight. 

 

The Table (2) shows the percentages of correct labelling 

for different noises in the signals even for optimized models 

of simulations 1 and 2. An acceptable performance is 

observed, being lower for simulation 2 as expected. It is also 

observed that the optimized model performs better for signals 

with a high noise level. 

Finally, analysing the worst case, it can be observed the 

percentage of failure labelled signals, the correct percentage 

is on the diagonal. The most detectable failures are 3, 4 and 

5, and that the most confused among them are 1 and 2. 

 

 

Fig 7. Validation set. 
 

Fig 9. Real case optimization. 

 

Fig 8. Real case data. 

 

Table 2. Precision and accuracy. 
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Introducing the real data set in the ML Code, similar 

results were obtained. The Figure (8) shows the difference 

between normal working and demagnetization: 

The model was optimizated during the ML process and 

the result of this process is shown at the figure (9). The best 

option for real data is K=1 and cosine mode. Finally, the 

accuracy obtained was 87.5%. 

 

VIII. CONCLUSIONS 

The machine learning algorithm for failure mode 

detection has been implemented successfully. The Real-time 

detection in the machine is possible due to the low execution 

times of the algorithm. It has been proven that the algorithm 

is robust when simulated with very noisy signals. It has also 

been proven that its accuracy increases as more differentiable 

the errors are. It has been shown that the more complex the 

algorithm is, the more precise it is with very noisy signals, 

being equivalent in the case of low noise signals. It has been 

proven that the scheme is valid for real data, obtaining 

acceptable results. However, the improvement of the real 

data extension will give us a better estimation. 
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